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Contact
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Biography Dr. Andrew J. Younge is a Principal Member of Technical Staff
in the Scalable System Software department at Sandia National
Laboratories. His research interests include containers, high
performance computing, system software, distributed systems,
and energy efficient supercomputing. The cornerstone of his
research focuses on improving the usability and efficiency of
supercomputing system software. Andrew currently serves as
the Principal Investigator for the Supercontainers project under
the DOE Exascale Computing Project and is a key contributor
to the Vanguard Astra system, the world’s first Petascale ARM
supercomputer. Prior to joining Sandia, Andrew held visiting
positions at the MITRE Corporation, the University of Southern
California’s Information Sciences Institute, and the University of
Maryland, College Park. He received his PhD in Computer Science from Indiana University
in 2016 and his BS and MS in Computer Science from the Rochester Institute of Technology
in 2008 and 2010, respectively.

Citizenship USA

Security
Information

Research
Interests

High Performance Computing, Cloud Computing, Energy Efficiency Computing,
Containers, Virtualization, Computer Architecture, Distributed Systems

Education Indiana University, Bloomington, Indiana USA

Ph.D, Computer Science Aug 2010 – Oct 2016

• Dissertation: Architectural Principles and Experimentation of Distributed High
Performance Virtual Clusters

• Advisor: Geoffrey C. Fox
• Committee Members: Judy Qiu, D. Martin Swany, Thomas Sterling

Rochester Institute of Technology, Rochester, New York USA

M.S., Computer Science Aug 2008 – May 2010

• Thesis: Towards a Green Framework for Cloud Data Centers
• Advisor: Warren Carithers

B.S., Computer Science Aug 2004 – May 2008

• Minor in Psychology
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Experience Sandia National Laboratories, Albuquerque, New Mexico USA

Principal Member of Technical Staff May 2021 – present

Senior Member of Technical Staff Oct 2016 – May 2021

• Principal Investigator of Supercontainers Project as part of the DOE Exascale
Computing Project (ECP).

• Technical Advisor for NNSA Vanguard (Astra), Vanguard II (TBD), and ATS3
(Crossroads) supercomputer procurements.

• Lead in containers and virtualization R&D activities for HPC.
• Expert in OS & Runtime systems, system software, and HPC energy efficiency.
• Researcher and key contributor to NNSA ASC Advanced Technology Development

and Mitigation (ATDM) and Computational Systems and Software Environment
(CSSE) programs.

• Technical Advisor to National Security Programs.
• Member of Scalable System Software department.

MITRE Corportation, McLean, Virginia USA

Senior Computer Scientist Mar 2015 – Jun 2016

• Member of the MITRE Corporation’s Center for National Security.
• In J84B Simulation Engineering department.
• Supporting the Live-Synthetic Training and Test Evaluation Enterprise Architecture

efforts for the U.S. Army PEO STRI.
• Specialized in Cloud Computing strategies and techniques.

Indiana University, Bloomington, Indiana USA

Graduate Researcher & Fellowship Apr 2010 – Oct 2016

• Member of the Pervasive Technology Institute and Community Grids Laboratory
under the direction of Dr. Geoffrey C. Fox.

• Researcher for the NSF FutureGrid project, a high-performance distributed cloud
and grid testbed for advanced scientific research.

• Associate Instructor for Indiana University Computer Science Department classes
CSCI-P434 - Distributed Systems and CSCI-B649 - Cloud Computing.

• System administrator of Bravo, Delta, India, Foxtrot, Romeo, and Sierra
supercomputing and HPC clusters, along with OpenStack, Eucalyptus, and
ScaleMP deployments (>10k cores c. 2012).

• Collaborator on the Truthy project as SME for Big Data challenges within HPC.

USC Information Sciences Institute, Arlington, Virginia USA

Visiting Researcher May – Aug 2012 & 2013

• Researcher on the DODCS project, a heterogeneous high performance cloud
computing system.

• Created High Performance GPGPU and InfiniBand IaaS cloud infrastructure using
OpenStack and Xen.

• Researcher in virtualization performance, scalability, HPC systems, and GPGPU
architectures.

• Visiting USC/ISI East from May 2012 to Aug 2012 and May 2013 to Aug 2013

Rochester Institute of Technology, Rochester, New York USA

Graduate Researcher Jun 2008 – Mar 2010

• Developed Green-Cloud Framework for next generation data centers.
• Architect and developer of Cyberaide effort, including shell and web services layers.
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• Coordinated programming activities within the center.
• Mentor for Undergraduate students on Grid projects and coursework.
• Includes current M.S. research and course work.

Research Assistant - Psychology Department Jun 2007 – Sep 2008

• Managed computing aspects associated with a research project investigating how
social rumors can propagate over time in the context of complex social networks.

• Upgraded and maintained current client-server experiment application in Java and
developed support services in PHP and Python.

Student Lab Instructor Jun 2005 – Sep 2006

• Instructed labs for CS1 - CS3 courses and assisted in lectures under Professor Sean
Strout.

• Provided tutoring sessions and held office hours at the Computer Science Tutoring
Center.

• Designed and implemented a new CS2 class project.
• Created tutorials for software programs and set up various services used by incoming

students.

University of Maryland, College Park, Maryland USA

Research Assistant Nov 2006 – May 2007

• Worked in the Laboratory for Molecular Evolution in the Center for Bioinformatics
and Computational Biology under the direction of Michael P. Cummings.

• Developer for the Lattice Project, a Grid computing resource within the Center for
Bioinformatics & Computational Biology.

• Designed and implemented a common interface between the main Grid system
(Globus) and the Desktop Grid server (BOINC).

• Maintained the project, desktop grid, and lab websites.

Awards Sandia National Laboratories
• Employee Recognition Award - Supercomputer ATDM Level-1 Milestone Team 2021
• Employee Recognition Award - Astra Supercomputer Team 2019
• Up & Coming Innovator Award 2018
• SPOT Recognition Award 2017

DOE National Nuclear Security Administration
• NNSA Defense Programs Award of Excellence - Astra Supercomputer team 2019
• Exceptional Achievement Award for significant contributions to the 2019
Stockpile Stewardship Program

R&D 100 Awards
• R&D 100 Award - Power API 2018
• R&D 100 Special Recognition: Corporate Social Responsibility 2018

Indiana University
• Persistent Systems Fellow - School of Informatics and Computing 2013 – 2016
• Student Fellow at the Center for Applied Cybersecurity Research 2011

Rochester Institute of Technology
• Graduate Research Scholarship 2008 – 2010
• Undergraduate Academic Scholarship 2006 – 2008
• Deans List 2004 – 2008
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Funding US DOE/NNSA - Computational Systems and Software Environments 2022
"Containers and Computing-as-a-Service" PI: Andrew J. Younge, PM: Kevin T.
Pedretti. Awarded $250,000.

US DOE - Exascale Computing Project 2019 – 2023
"ECP SuperContainers Project" PI: Andrew J. Younge, Co-PIs: R. Shane Canon, Reid
Priedhorksy, & Sameer Shende. Awarded $4,000,000 ($1,100,000 to Sandia).

US DOE/NNSA - Advanced Technology and Development Mitigation 2016 – 2023
"Sandia Operating Systems & Runtimes" PI: Stephen Olivier, Co-PIs: Kevin T. Pedretti,
Andrew J. Younge, Kurt Ferreira, PM: Ron Brightwell. Awarded $800,000/yr.

Sandia National Laboratories - Laboratory Directed Research and Development 2018
"End-to-end Provenance, Traceability, and Reproducibility Through Palletized Simulation
Data," PI: Jay Lofstead, Co-PI: Andrew J. Younge. Awarded $80,000.

Indiana University - School of Informatics and Computing 2013 – 2016
"Persistent Systems Fellowship," Fellow: Andrew J. Younge. Awarded $75,000.

Google Inc. 2011
"GSOC Award: Deployment of DemoGrid on FutureGrid Resources," PI: Andrew J.
Younge, PM: Borja Sotomajor. Awarded $5,000.

Collaboration Interagency and International Collaborations
• DOE/E6 Container Working Group - Lead 2018 – 2021
• DOE MEXT RIKEN Collaboration - NNSA/SNL Lead 2019 – 2021
• NNSA/AWE JOWOG - Contributor 2018 – 2020
• NNSA/CEA Collaboration - Contributor 2018 – 2021
• NITRD Middleware and Grid Interagency Coordination - Participant 2018

Industry Engagements
• HPCng - Board of Directors 2020 – 2021
• HPE/Cray Compass - SNL Co-Lead 2018 – 2021
• Linaro HPC SIG Contract - Lead 2018 – 2021
• Sylabs/Singularity R&D Contract - Lead 2019

Teaching Courses
• CSCI-P434 - Distributed Systems - Indiana University Fall 2015
• CSCI-B649 - Cloud Computing - Indiana University Spring 2016
• CS3 - Computer Science 3 - Rochester Institute of Technology Spring 2006
• CS2 - Computer Science 2 - Rochester Institute of Technology Winter 2005
• CS1 - Introduction to Programming - Rochester Institute of Technology Fall 2005

Tutorials
• Using Containers to Accelerate HPC - Supercomputing 2020 – 2021
• Getting Started with Containers on HPC - ECP Annual Meeting 2020 – 2021
• Container Computing for HPC Scientific Workflows - Supercomputing 2019
• Getting Started with Containers on HPC - ISC 2019 – 2021
• Starting with Containers on HPC through Singularity - ISC 2018
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Memberships
IEEE - International Electrical and Electronics Engineers 2010 – present
ACM - Association for Computing Machinery 2011 – present
Master Mason - Ancient Free and Accepted Masons 2012 – present

Publications Scholarly Impact: H-Index: 17 | i10-Index: 23 | Citations: 2913 via Google Scholar 06/2021

Book Chapters and Journal Articles

[1] R. D. Flournoy, A. R. LaFrenz, and A. J. Younge, “Streamserver for Fast Data
Analytics,” The ITEA Journal of Test and Evaluation, vol. 40, pp. 121–129, 2019.

[2] A. J. Younge, R. E. Grant, J. H. Laros III, M. Levenhagen, S. L. Olivier, K. Pedretti,
and L. Ward, “Small scale to extreme: Methods for characterizing energy efficiency
in supercomputing applications,” Sustainable Computing: Informatics and Systems,
vol. 21, pp. 90–102, 2019.

[3] C. A. Davis, G. L. Ciampaglia, L. M. Aiello, K. Chung, M. D. Conover, E. Ferrara,
A. Flammini, G. C. Fox, X. Gao, B. Gonçalves, P. A. Grabowicz, K. Hong, P.-M. Hui,
S. McCaulay, K. McKelvey, M. R. Meiss, S. Patil, C. Peli Kankanamalage, V. Pentchev,
J. Qiu, J. Ratkiewicz, A. Rudnick, B. Serrette, P. Shiralkar, O. Varol, L. Weng, T.-L.
Wu, A. J. Younge, and F. Menczer, “OSoMe: the IUNI Observatory on Social Media,”
PeerJ Computer Science, vol. 2, p. e87, Oct 2016.

[4] N. Keith, A. E. Tucker, C. E. Jackson, W. Sung, J. I. L. Lledó, D. R. Schrider,
S. Schaack, J. L. Dudycha, M. S. Ackerman, A. J. Younge, J. R. Shaw, and M. Lynch,
“High Mutational Rates of Large-scale Duplication and Deletion in Daphnia Pulex,”
Genome Research, 2015.

[5] N. DiFonzo, J. Suls, J. W. Beckstead, M. J. Bourgeois, C. M. Homan, S. Brougher,
A. J. Younge, and N. Terpstra-Schwab, “Network Structure Moderates Intergroup
Differentiation of Stereotyped Rumors,” Social Cognition, vol. 32, no. 5, pp. 409–448,
2014.

[6] X. Gao, E. Roth, K. McKelvey, C. Davis, A. J. Younge, E. Ferrara, F. Menczer, and
J. Qiu, “Supporting a Social Media Observatory with Customizable Index Structures-
Architecture and Performance,” in Cloud Computing for Data Intensive Applications,
2014.

[7] A. J. Younge, G. von Laszewski, L. Wang, and G. C. Fox, “Providing a Green
Framework for Cloud Based Data Centers,” in The Handbook of Energy-Aware Green
Computing, I. Ahmad and S. Ranka, Eds. Chapman and Hall/CRC Press, 2012, vol. 2,
ch. 17.

[8] N. Stupak, N. DiFonzo, A. J. Younge, and C. Homan, “SOCIALSENSE: Graphical
User Interface Design Considerations for Social Network Experiment Software,”
Computers in Human Behavior, vol. 26, no. 3, pp. 365–370, May 2010.

[9] L. Wang, G. von Laszewski, A. J. Younge, X. He, M. Kunze, and J. Tao, “Cloud
Computing: a Perspective Study,” New Generation Computing, vol. 28, pp. 63–69, Mar
2010.
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Conference and Workshop Proceedings

[10] R. Priedhorsky, R. S. Canon, T. Randles, and A. J. Younge, “Minimizing privilege
for building HPC containers,” in Proceedings of The International Conference for High
Performance Computing, Networking, Storage, and Analysis, Nov 2021.

[11] A. Poenaru, T. Deakin, S. McIntosh-Smith, S. Hammonda, and A. J. Younge, “An
Evaluation of the A64FX Architecture for HPC Applications,” in Proceedings of the
Cray User Group 2021, 2021.

[12] R. E. Grant, S. D. Hammond, J. H. Laros III, M. Levenhagen, S. L. Olivier, K. Pedretti,
H. L. Ward, and A. J. Younge, “Enabling Power Measurement and Control on Astra:
The First Petascale Arm Supercomputer,” in Proceedings of the Cray User Group 2020,
Dec 2020.

[13] K. T. Pedretti, A. J. Younge, S. D. Hammond, J. H. Laros, M. L. Curry,
M. J. Aguilar, R. J. Hoekstra, and R. Brightwell, “Chronicles of Astra: Challenges
and Lessons from the First Petascale Arm Supercomputer,” in Proceedings of The
International Conference for High Performance Computing, Networking, Storage, and
Analysis, Nov 2020.

[14] R. Brightwell, K. B. Ferreira, R. E. Grant, S. Levy, J. Lofstead, S. L. Olivier,
K. T. Pedretti, A. J. Younge, J. Brandt, and A. Gentile, “ALAMO: Autonomous
Lightweight Allocation, Management, and Optimization,” in Proceedings of the Smoky
Moutains Computational Science and Engineering Conference, Aug 2020.

[15] R. S. Canon and A. J. Younge, “A Case for Portability and Reproducibility of
HPC Containers,” in 1st International Workshop on Containers and New Orchestration
Paradigms for Isolated Environments in HPC (CANOPIE-HPC) at Supercomputing
2019. Denver, CO: IEEE, 2019.

[16] A. Beltre, P. Saha, M. Govindaraju, A. J. Younge, and R. E. Grant, “Enabling
HPC workloads on Cloud Infrastructure using Kubernetes Container Orchestration
Mechanisms,” in 1st International Workshop on Containers and New Orchestration
Paradigms for Isolated Environments in HPC (CANOPIE-HPC) at Supercomputing
2019. Denver, CO: IEEE, 2019.

[17] J. Lofstead, J. Baker, and A. J. Younge, “Data Pallets: Containerizing Storage
For Reproducibility and Traceability,” in 14th Workshop on Virtualization in High-
Performance Cloud Computing (VHPC’19) at ISC, 2019, June 2019.

[18] S. Hammond, C. Hughes, M. Levenhagen, C. Vaughan, A. J. Younge, B. Schwaller,
M. Aguilar, K. Pedretti, and J. Laros, “Evaluating the Marvell ThunderX2 Server
Processor for HPC Workloads,” in The 6th Special Session on High Performance
Computing Benchmarking and Optimization (HPBench 2019), 2019.

[19] A. M. Agelastos, A. J. Younge, G. F. Lofstead, A. Warren, and J. Lamb,
“(U) Quantifying Metrics to Evaluate Containers for Deployment and Usage of
NNSA Production Applications,” in Nuclear Explosive Code Development Conference
(NECDC), 2018.

[20] K. Pedretti, R. E. Grant, J. H. L. III, M. Levenhagen, S. L. Olivier, L. Wardand,
and A. J. Younge, “A Comparison of Power Management Mechanisms: P-states vs.
Node-Level Power Cap Control,” in The 14th Workshop on High-Performance, Power-
Aware Computing (HPPAC ’18’) at the 32nd International Parallel and Distributed
Computing Symposium, May 2018.
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[21] A. J. Younge, K. Pedretti, R. E. Grant, and R. Brightwell, “A Tale of Two Systems:
Using Containers to Deploy HPC Applications on Supercomputers and Clouds,” in
2017 IEEE International Conference on Cloud Computing Technology and Science
(CloudCom), Dec 2017, pp. 74–81.

[22] R. E. Grant, J. H. L. III, M. Levenhagen, S. L. Olivier, K. Pedretti, L. Ward, andA. J.
Younge, “Evaluating Energy and Power Profiling Techniques for HPC Workloads,” in
Eighth International Green and Sustainable Computing Conference (IGSC 17). IEEE,
2017.

[23] A. J. Younge, K. Pedretti, R. E. Grant, and R. Brightwell, “Enabling Diverse
Software Stacks on Supercomputers using High Performance Virtual Clusters,” in
Proceedings of the 2017 IEEE International Conference on Cluster Computing (Cluster
2017). IEEE, 2017.

[24] A. J. Younge, C. Reidy, R. Henschel, and G. C. Fox, “Evaluation of SMP Shared
Memory Machines for Use With In-Memory and OpenMP Big Data Applications,” in
IEEE International Workshop on High-Performance Big Data Computing at the 30th
IEEE International Parallel and Distributed Processing Symposium, 2016.

[25] A. J. Younge, J. P. Walters, S. P. Crago, and G. C. Fox, “Supporting High
Performance Molecular Dynamics in Virtualized Clusters Using IOMMU, SR-IOV,
and GPUDirect,” in Proceedings of the 11th ACM SIGPLAN/SIGOPS International
Conference on Virtual Execution Environments, ser. VEE ’15. ACM, 2015, pp. 31–38.

[26] J. P. Walters, A. J. Younge, D.-I. Kang, K.-T. Yao, M. Kang, S. P. Crago, and
G. C. Fox, “GPU-Passthrough Performance: A Comparison of KVM, Xen, VMWare
ESXi, and LXC for CUDA and OpenCL Applications,” in Proceedings of the 7th IEEE
International Conference on Cloud Computing (CLOUD 2014), IEEE. Anchorage,
AK: IEEE, 06/2014 2014.

[27] M. Musleh, V. Pai, J. P. Walters, A. J. Younge, and S. P. Crago, “Bridging the
Virtualization Performance Gap for HPC using SR-IOV for InfiniBand,” in Proceedings
of the 7th IEEE International Conference on Cloud Computing (CLOUD 2014), IEEE.
Anchorage, AK: IEEE, 06/2014 2014.

[28] A. J. Younge and G. C. Fox, “Advanced Virtualization Techniques for High
Performance Cloud Cyberinfrastructure,” in Doctoral Symposium at 14th IEEE/ACM
International Symposium on Cluster, Cloud and Grid Computing (CCGrid 2014),
IEEE. Chicago, IL: IEEE, 05/2014 2014.

[29] A. J. Younge, J. P. Walters, S. Crago, and G. C. Fox, “Evaluating GPU Passthrough
in Xen for High Performance Cloud Computing,” in High-Performance Grid and
Cloud Computing Workshop at the 28th IEEE International Parallel and Distributed
Processing Symposium, IEEE. Pheonix, AZ: IEEE, 05/2014 2014.

[30] J. Diaz, G. von Laszewski, F. Wang, A. J. Younge, and G. C. Fox, “FutureGrid
Image Repository: A Generic Catalog and Storage System for Heterogeneous Virtual
Machine Images,” in Proceedings of Third IEEE International Conference on Coud
Computing Technology and Science (CloudCom2011), IEEE. Athens, Greece: IEEE,
12/2011 2011.

[31] G. von Laszewski, J. Diaz, F. Wang, A. J. Younge, A. Kulshrestha, and G. Fox,
“Towards Generic FutureGrid Image Management,” in Proceedings of the 2011
TeraGrid Conference: Extreme Digital Discovery, ser. TG ’11. Salt Lake City, UT:
ACM, 2011, pp. 15:1–15:2.
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[32] A. J. Younge, R. Henschel, J. T. Brown, G. von Laszewski, J. Qiu, and G. C.
Fox, “Analysis of Virtualization Technologies for High Performance Computing
Environments,” in Proceedings of the 4th International Conference on Cloud
Computing (CLOUD 2011). Washington, DC: IEEE, July 2011.

[33] A. J. Younge, V. Periasamy, M. Al-Azdee, W. Hazlewood, and K. Connelly,
“ScaleMirror: A Pervasive Device to Aid Weight Analysis,” in Proceedings of the
29h International Conference Extended Abstracts on Human Factors in Computing
Systems (CHI2011). Vancouver, BC: ACM, May 2011.

[34] J. Diaz, A. J. Younge, G. von Laszewski, F. Wang, and G. C. Fox, “Grappling
Cloud Infrastructure Services with a Generic Image Repository,” in Proceedings of
Cloud Computing and Its Applications (CCA 2011), Argonne, IL, Mar 2011.

[35] G. von Laszewski, G. C. Fox, F. Wang, A. J. Younge, A. Kulshrestha, and G. Pike,
“Design of the FutureGrid Experiment Management Framework,” in Proceedings of
Gateway Computing Environments 2010 at Supercomputing 2010. New Orleans, LA:
IEEE, Nov 2010.

[36] A. J. Younge, G. von Laszewski, L. Wang, S. Lopez-Alarcon, and W. Carithers,
“Efficient Resource Management for Cloud Computing Environments,” in Proceedings
of the International Conference on Green Computing. Chicago, IL: IEEE, Aug 2010.

[37] N. DiFonzo, M. J. Bourgeois, J. M. Suls, C. Homan, A. J. Younge, N. Schwab,
M. Frazee, S. Brougher, and K. Harter, “Network Segmentation and Group Segregation
Effects on Defensive Rumor Belief Bias and Self Organization,” in Proceedings of the
George Gerbner Conference on Communication, Conflict, and Aggression, Budapest,
Hungary, May 2010.

[38] G. von Laszewski, L. Wang, A. J. Younge, and X. He, “Power-Aware Scheduling
of Virtual Machines in DVFS-enabled Clusters,” in Proceedings of the 2009 IEEE
International Conference on Cluster Computing (Cluster 2009). New Orleans, LA:
IEEE, Sep 2009.

[39] G. von Laszewski, A. J. Younge, X. He, K. Mahinthakumar, and L. Wang,
“Experiment and Workflow Management Using Cyberaide Shell,” in Proceedings of the
4th International Workshop on Workflow Systems in e-Science (WSES 09) with 9th
IEEE/ACM International Symposium on Cluster Computing and the Grid (CCGrid
09). IEEE, May 2009.

[40] L. Wang, G. von Laszewski, J. Dayal, X. He, A. J. Younge, and T. R. Furlani,
“Towards Thermal Aware Workload Scheduling in a Data Center,” in Proceedings of
the 10th International Symposium on Pervasive Systems, Algorithms and Networks
(ISPAN2009), Kao-Hsiung, Taiwan, Dec 2009.

[41] G. von Laszewski, F. Wang, A. J. Younge, X. He, Z. Guo, and M. Pierce, “Cyberaide
JavaScript: A JavaScript Commodity Grid Kit,” in Proceedings of the Grid Computing
Environments 2007 at Supercomputing 2008. Austin, TX: IEEE, Nov 2008.

[42] G. von Laszewski, F. Wang, A. J. Younge, Z. Guo, and M. Pierce, “JavaScript
Grid Abstractions,” in Proceedings of the Grid Computing Environments 2007 at
Supercomputing 2007. Reno, NV: IEEE, Nov 2007.

Technical Reports

[43] J. H. Laros, K. T. Pedretti, S. D. Hammond, A. J. Younge, M. L. Curry, P. T. Lin,
and C. T. Vaughan, “(U) FY19 L2 Milestone Report: Astra Acceptance and Software
Environment Development,” Sandia National Laboratories, Tech. Rep., 2019.
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[44] R. Priedhorsky and A. J. Younge, “Containers in HPC: Best practices and pitfalls
for users,” Los Alamos National Laboratory, Tech. Rep., 2019.

[45] J. H. Laros, K. Pedretti, S. D. Hammond, M. J. Aguilar, M. L. Curry, R. Grant,
R. J. Hoekstra, R. A. Klundt, S. T. Monk, J. B. Ogden, S. L. Olivier, R. D. Scott,
H. L. Ward, and A. J. Younge, “(U) FY18 L2 Milestone Report: Vanguard Astra
and ATSE: an ARM-based Advanced Architecture Prototype System and Software
Environment,” Sandia National Laboratories, Tech. Rep., 2018.

[46] S. Green, V. J. Leung, K. Pedretti, C. M. Vineyard, and A. J. Younge, “(U) Machine
Learning Impacts on High Performance Computing,” Sandia National Laboratories,
Tech. Rep., 2018.

[47] R. E. Grant, J. H. Laros III, M. Levenhagen, S. L. Olivier, K. Pedretti, L. Ward,
and A. J. Younge, “(U) FY17 CSSE L2 Milestone Report: Analyzing Power Usage
Characteristics of Workloads Running on Trinity,” Sandia National Laboratories, Tech.
Rep., 2017.

Posters

[48] A. J. Younge, T. Gamblin, S. Canon, R. Priedhorsky, and S. Shende, “ECP
Supercontainers,” Poster at DOE ECP Annual Meeting, Feb 2020.

[49] A. J. Younge and G. Fox, “High Performance Molecular Dynamics in
Cloud Infrastructure with SR-IOV & GPUDirect,” Poster at the International
Supercomputing Conference, Jun 2016.

[50] A. J. Younge and G. C. Fox, “Advanced Virtualization Techniques for High
Performance Cloud Cyberinfrastructure,” Poster session at 14th IEEE/ACM
International Symposium on Cluster, Cloud and Grid Computing (CCGrid 2014),
Chicago, IL, 05/2014 2014.

[51] A. J. Younge, J. T. Brown, R. Henschel, J. Qiu, and G. C. Fox, “Performance
Analysis of HPC Virtualization Technologies within FutureGrid,” Emerging Research
at CloudCom 2010, Dec 2010.

[52] A. J. Younge, X. He, F. Wang, L. Wang, and G. von Laszewski, “Towards a
Cyberaide Shell for the TeraGrid,” Poster at TeraGrid Conference, Jun 2009.

[53] A. J. Younge, F. Wang, L. Wang, and G. von Laszewski, “Cyberaide Shell
Prototype,” Poster at ISSGC 2009, Jul 2009.

Thesis

[54] A. J. Younge, “Architectural Principles and Experimentation of Distributed High
Performance Virtual Clusters,” Ph.D. dissertation, Indiana University, Oct 2016.

[55] A. J. Younge , “Towards a Green Framework for Cloud Data Centers,” Master’s
thesis, Rochester Institute of Technology, May 2010.

Presentations
[1] (U) Next-Generation Computing Infrastructure for Advanced Digital Engineering,

Sandia National Laboratories, Oct 2021

[2] Portability and Reproducibility Considerations with HPC Containers, Sixth Annual
CROSS Research Symposium, Oct 2021
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[3] Fugaku and A64FX Update - Sandia, DOE/MEXT Meeting, Oct 2021

[4] (U) A Case Study in Using Containers to Build and Distribute HPC Applications:
ALEGRA, NNSA/AWE JOWOG 34, Jul 2021

[5] Containers and the Arm Ecosystem, International Supercomputing Conference, Jul
2021

[6] Container Support at DOE Compute Facilities, Panel at DOE ECP Annual Meeting,
Apr 2021

[7] Supercontainers and E4S, Panel at DOE ECP Annual Meeting, Apr 2021

[8] Containers and the Truth Between HPC and Cloud System Software Convergence, Mar
2021

[9] Supercontainers in HPC, SIAM Conference on Computational Science and Engineering,
Mar 2021

[10] Sandia ASC Container Strategy, Sandia National Laboratories, Feb 2021

[11] Containers for the Modernization of HPC Software Deployment, CEA/NNSA
Co-Design, Dec 2020

[12] Packaging Technologies: WBS 2.3.5.0, DOE ECP ST Project Review, Dec 2020

[13] Chronicles of Astra: Challenges and Lessons from the First Petascale Arm
Supercomputer, Supercomputing, Nov 2020

[14] Modern Container Runtimes for the Exascale Computing Era, Red Hat (virtual) Booth
at Supercomputing, Nov 2020

[15] Towards Containerized HPC Applications at Exascale, E4S Forum, Sep 2020

[16] Containers in HPC: Testbeds, Production, and Towards Exascale, Lawrence Berkeley
National Laboratory, Jul 2020

[17] Supercomputing with Containers: Practice, Experiences, and Tupperware, DePaul
University, Jun 2020

[18] Supercontainers and the Future of HPC, High Performance Container Workshop at ISC,
Jun 2020

[19] HPC Container Runtimes: A Quick Primer, High Performance Container Workshop at
ISC, Jun 2020

[20] (U) Practice and Experience with Containers and ARM64 on Astra, NNSA/AWE
JOWOG 34, Feb 2020

[21] Container Utilization at DOE Compute Facilities, Panel at DOE ECP Annual Meeting,
Feb 2020

[22] Getting Started with Containers on HPC, Tutorial at DOE ECP Annual Meeting, Feb
2020

[23] SC19 BOF: Containers in HPC, Supercomputing, Nov 2019

[24] SC19 BOF: The Extreme-scale Scientific Software Stack and Supercontainers,
Supercomputing, Nov 2019

[25] Astra and the state of ARM in HPC, RIKEN Booth at Supercomputing, Nov 2019
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[26] A Case for Portability and Reproducibility of HPC Containers, CANOPIE-HPC
Workshop at Supercomputing, Nov 2019

[27] Advancing the Usage and Scalability of Containers in HPC, DOE Booth at
Supercomputing, Nov 2019

[28] Getting Started with Containers on HPC, Tutorial at Supercomputing, Nov 2019

[29] Packaging Technologies: WBS 2.3.5.09, DOE Exascale Computing Project Review
Committee, Sep 2019

[30] Supercontainers in HPC, E4S Workshop at IEEE Cluster, Sep 2019

[31] Containers, Programming Environments, and ARM: oh my, Arm Research Summit,
Sep 2019

[32] Containers in HPC, NSF/DOE Workshop, Jul 2019

[33] Containers in HPC and Beyond, NNSA/CEA DAM Meeting, Jul 2019

[34] Getting Started with Containers on HPC, Tutorial session at the International
Supercomputing Conference, 2019

[35] (U) Supercontainers for HPC, Sandia National Laboratories, May 2019

[36] Containers in HPC and Beyond, Software Engineering Assembly, Apr 2019

[37] Vanguard Astra - Petascale ARM Platform for U.S. DOE/ASC Supercomputing, Linaro
Connect, Apr 2019

[38] From Containerizing Testbeds for HPC Applications to Exascale Supercontainers,
Singularity User Group, Mar 2019

[39] (U) Deployment and Usage of Containers for Production HPC Applications,
NNSA/AWE JOWOG 34, Jan 2019

[40] Containers in HPC, and Beyond, ECP Annual Meeting, Jan 2019

[41] SC18 BOF: Containers in HPC, Supercomputing, Nov 2018

[42] SC18 BOF: Grappling with HPC Architecture Diversity in Containers, Supercomputing,
Nov 2018

[43] SC18 BOF: Vanguard Astra: A Prototype Petascale Arm Supercomputer,
Supercomputing, Nov 2018

[44] (U) Quantifying Metrics to Evaluate Containers for Deployment and Usage of NNSA
Production Applications - Nuclear Explosive Code Developer Conference, Nov 2018

[45] Vanguard Astra - Petascale ARM Platform for U.S. DOE/ASC Supercomputing, Linaro
Connect HPC SIG, Jul 2018

[46] Leveraging Containerization for DevOps with Sandiaś HPCWorkloads, NITRDMAGIC
Meeting, Jul 2018

[47] HPC at Sandia: Exploring the Virtualization and Containerization of ARM Processors
for Future HPC Workloads, Keynote at VHPC Workshop, International
Supercomputing Conference, Jun 2018.

[48] Supporting High Performance Analytics with System Software for Virtualized
Supercomputing, NNSA/CEA Meeting, Jun 2018
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[49] Portals 4: Status of Specification and Implementation, NNSA/CEA Meeting, Jun 2018

[50] Advanced Power Measurement and Control for the Trinity Supercomputer, European
HPC Infrastructure Workshop, May 2018

[51] Supporting High Performance Analytics with System Software for Virtualized
Supercomputing, Indiana HPSA Workshop, Apr 2018

[52] A Tale of Two Systems: Using Containers to Deploy HPC Applications on
Supercomputers and Clouds, IEEE CloudCom, Dec 2017

[53] SC17 BOF: Containers for HPC, Supercomputing, Nov 2017

[54] Evaluating Energy and Power Profiling Techniques for HPC Workloads, IEEE IGSC,
Oct 2017

[55] Project Vanguard: Prototyping a large-scale ARM-based HPC platform, Linaro SFO
17, Sep 2017

[56] Enabling Diverse Software Stacks on Supercomputers using High Performance Virtual
Clusters, IEEE Cluster 2017, Sep 2017

[57] Initial Experiences with Deploying Singularity on a Cray XC Supercomputer, VHPC
Workshop, International Supercomputing Conference, Jun 2017

[58] Architectural Principles and Experimentation of Distributed High Performance Virtual
Clusters, Indiana University PhD Defense, Oct 2016

[59] Architectural Principles and Experimentation of Distributed High Performance Virtual
Clusters, Lawrence Berkeley National Laboratory, Jul 2016

[60] High Performance Molecular Dynamics in Cloud Infrastructure with SR-IOV &
GPUDirect, International Supercomputing Conference, Jun 2016

[61] Evaluation of SMP Shared Memory Machines for Use With In-Memory and OpenMP
Big Data Applications, High Performance Big Data Computing Workshop, IPDPS, May
2016

[62] Architectural Principles and Experimentation of Distributed High Performance Virtual
Clusters, Sandia National Laboratories, Apr 2016

[63] Supporting High Performance Molecular Dynamics in Virtualized Clusters using
IOMMU, SR-IOV, and GPUDirect, Virtual Execution Environments, Mar 2015

[64] Building High Performance Cloud Infrastructure to Support Molecular Dynamics
Simulations, MITRE Corporation, Jan 2015

[65] Advanced Virtualization Techniques for High Performance Cloud Cyberinfrastructure,
Indiana University, Aug 2014

[66] GPU Passthrough Performance: A Comparison of KVM, Xen, VMWare ESXi, and
LXC for CUDA and OpenCL Applications, IEEE CLOUD, Jun 2014

[67] Advanced Virtualization Techniques for High Performance Cloud Cyberinfrastructure,
IEEE CCGrid, May 2014

[68] Evaluating GPU Passthrough in Xen for High Performance Cloud Computing, HPGC
Workshop, IPDPS, May 2014

[69] ScaleMP at Indiana University, ScaleMP Booth at Supercomputing 2013, Nov 2013
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[70] Towards Constructing High Performance Cloud Infrastructure, University of Southern
California, Aug 2013

[71] The State of Cloud Computing in Distributed Systems, Indiana University, Qualification
Exam, Nov 2012

[72] Towards GPUs on Cloud Infrastructure, Science Cloud Summer School, Aug 2012

[73] FutureGrid: A Cloudy HPC Testbed, University of Southern California, Seminar Series,
Jul 2012

[74] Using HPC, IaaS, and Hadoop within FutureGrid, TeraGrid Conference, Jul 2011

[75] Analysis of Virtualization Technologies for High Performance Computing Environments,
IEEE CLOUD, Jul 2011

[76] FutureGrid, IEEE CCGrid 2011, May 2011

[77] Creating Research Posters, Indiana University, Apr 2011

[78] A Tutorial on the FutureGrid Project, IEEE CloudCom 2010, Dec 2010

[79] The FutureGrid Project, IU Booth at Supercomputing 2010, Nov 2010

[80] Efficient Resource Management for Cloud Computing Environments, IGCC, Aug 2010

[81] Towards a Green Framework for Cloud Data Centers, Rochester Institute of Technology,
May 2010

[82] Towards Efficiency Enhancements in Cloud Computing, Fermi National Accelerator
Laboratory, Mar 2010

[83] Security Threats to Mobile Devices, Rochester Institute of Technology, Feb 2010

[84] Overview of the NIST SHA-3 Hash Contest, Rochester Institute of Technology, Jan
2010

[85] Towards a Green Framework for Cloud Data Centers, Purdue University, Jan 2010

[86] Simple Classification Performs Well on Most Commonly Used Datasets, Rochester
Institute of Technology, Dec 2009

[87] Power Aware Scheduling in DVFS-Enabled Clusters, IEEE Cluster, Sep 2009

[88] Efficient Resource Management for Cloud Computing Environments, Rochester
Institute of Technology, May 2009

[89] Grid Deployments and Cyberinfrastructure, Rochester Institute of Technology, Dec
2008

[90] Introduction to BOINC, Bar Camp Rochester, Apr 2008

[91] Overview of the Globus Toolkit Version 4, Rochester Institute of Technology, Mar 2008

13 of 15



Service
[1] AD/AE Appendices Member, Supercomputing 2021

[2] Program Committee Member, International Symposium on High-Performance Parallel
and Distributed Computing (HPDC), 2021

[3] Derivative Classifier, US Department of Energy, 2019-2021

[4] SBIR Committee Member, US Department of Energy ASCR, 2020

[5] AD/AE Appendices Chair, Supercomputing 2020

[6] Transparency and Reproducibility Committee Member, Supercomputing 2020

[7] Reviewer, IEEE Transactions on Cloud Computing, 2019 - 2020

[8] Program Committee Member, 6th Annual High Performance Container Workshop at
ISC20 (virtual), 2020.

[9] Program Committee Member, International Conference on Parallel Processing (ICPP),
2020.

[10] L2 Milestone Review Committee Member, ASC LANL Milestone #6765: (U) Container
Environments for Production Applications with Complex Workflows, 2019

[11] Co-chair and Founder, CANOPIE-HPC: 1st International Workshop on Containers and
New Orchestration Paradigms for Isolated Environments in HPC at SC19, 2019.

[12] Co-chair, Workshop on Virtualization in High Performance Cloud Computing (VHPC),
2019

[13] Program Committee Member, HPC Asia, 2019

[14] Program Committee Member, Special Session on Virtualization in High Performance
Computing and Simulation (VIRT), 2018 - 2019

[15] Reviewer, Cluster Computing, 2018 - 2019

[16] Reviewer, IEEE Transactions on Parallel and Distributed Computing, 2012, 2019

[17] Reviewer, IEEE Access, 2019

[18] Ph.D Forum Program Committee Member, International Symposium on
High-Performance Parallel and Distributed Computing (HPDC), 2018

[19] Program Committee Member, Workshop on High-Performance, Power-Aware
Computing (HPPAC), 2018

[20] Program Committee Member, International Workshop on Infrastructure for Workflows
and Application Composition (IWAC), 2018

[21] Program Committee Member, Workshop on Virtualization in High Performance Cloud
Computing (VHPC), 2017 - 2018

[22] Reviewer, Journal of Parallel Computing, 2018

[23] Reviewer, IEEE Transactions on Multi-Scale Computing Systems, 2018

[24] Reviewer, IEEE Transactions on Services Computing, 2015, 2018

[25] Poster Reviewer, The International Conference for High Performance Computing,
Networking, Storage and Analysis (Supercomputing), 2017
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http://www.hpdc.org/2021
http://www.hpdc.org/2021
https://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=6245519
https://jnamaral.github.io/icpp20/
http://canopie-hpc.org
https://vhpc.org/
http://hpcasia2019.org/
http://hpcs2018.cisedu.info/2-conference/special-sessions---hpcs2018/session01-vhpc
http://hpcs2018.cisedu.info/2-conference/special-sessions---hpcs2018/session01-vhpc
https://link.springer.com/journal/10586
http://ieeexplore.ieee.org/xpl/RecentIssue.jsp?punumber=71
https://ieeeaccess.ieee.org/
http://www.hpdc.org/2018
http://www.hpdc.org/2018
https://sites.google.com/site/hppac18/home
https://sites.google.com/site/hppac18/home
https://sites.google.com/view/iwac/iwac-18
https://sites.google.com/view/iwac/iwac-18
https://vhpc.org/
https://vhpc.org/
https://www.journals.elsevier.com/parallel-computing/
http://www.computer.org/web/tmscs
http://www.computer.org/web/tsc
http://http://sc17.supercomputing.org/
http://http://sc17.supercomputing.org/


[26] Program Committee Member, International Workshop on Energy Efficient
Supercomputing (E2SC), 2017

[27] Program Committee Member, Symposium on High Performance Interconnects (HotI),
2017

[28] Reviewer, IEEE International Conference on High Performance Computing and
Communications (HPCC), 2017

[29] Reviewer, The Journal of Supercomputing, 2010, 2014 - 2015, 2017

[30] Reviewer, IEEE Transactions on Network and Service Management, 2016

[31] Reviewer, Concurrency and Computation: Practice and Experience, 2010, 2012 - 2015

[32] Reviewer, Journal of Systems and Software. 2012, 2014, 2015

[33] Reviewer, Simulation Modeling Practice and Theory, 2015

[34] Associate Instructor, Computer Science - P434 Distributed Systems, 2014, 2015

[35] Reviewer, IEEE Transactions on Network and Service Management, 2014

[36] Reviewer, 15th IEEE/ACM International Symposium on Cluster, Cloud and Grid
Computing (CCGrid), 2015

[37] Reviewer, IEEE Cloud Computing, 2014

[38] Reviewer, Simulation Modelling Practice and Theory, 2014

[39] Reviewer, Sustainable Computing, 2014

[40] Reviewer, Computing, 2014

[41] Reviewer, 14th IEEE/ACM International Symposium on Cluster, Cloud and Grid
Computing (CCGrid), 2014

[42] Reviewer, International Journal of Risk Assessment and Management, 2013 - 2014

[43] Committee Member, Indiana Statewide IT Conference, 2013, 2014

[44] SCinet Volunteer, Supercomputing Conference (SC), 2009, 2012 - 2013

[45] Reviewer, Parallel and Cloud Computing Research, 2013

[46] Reviewer, International Journal of Computational Science and Engineering, 2012 - 2013

[47] Graduate Mentor, Indiana University Research Methods INFO-I399, 2011 - 2012

[48] Editorial Board Member, Journal of Cloud Computing Advances, Systems and
Applications, 2010 - 2011

[49] Reviewer, Journal of Network and Systems Management, 2011

[50] Student Volunteer, IEEE CloudCom, 2010

[51] ISCnet Volunteer, International Supercomputing Conference, 2009 - 2010

[52] Student Volunteer, IEEE Cluster Computing, 2009
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http://hpc.pnl.gov/conf/e2sc/2016/
http://hpc.pnl.gov/conf/e2sc/2016/
http://www.hoti.org/
http://hpcc2017.seas.gwu.edu/
http://hpcc2017.seas.gwu.edu/
http://www.springer.com/computer/swe/journal/11227
http://www.comsoc.org/tnsm
http://www.cc-pe.net/journalinfo
http://www.journals.elsevier.com/journal-of-systems-and-software/
http://ees.elsevier.com/simpat/
http://salsahpc.indiana.edu/csci-p434-fall-2014/
http://www.comsoc.org/tnsm
http://cloud.siat.ac.cn/ccgrid2015/
http://cloud.siat.ac.cn/ccgrid2015/
http://cloudcomputing.ieee.org/
http://www.journals.elsevier.com/simulation-modelling-practice-and-theory/
http://www.journals.elsevier.com/sustainable-computing/
http://www.springer.com/computer/journal/607
http://datasys.cs.iit.edu/events/CCGrid2014/
http://datasys.cs.iit.edu/events/CCGrid2014/
http://www.inderscience.com/jhome.php?jcode=ijram
http://www.statewideit.iu.edu/
http://sc13.supercomputing.org/content/scinet.html
http://www.seipub.org/pccr/
http://www.inderscience.com/jhome.php?jcode=ijcse
http://www.soic.indiana.edu/
http://www.surrey.ac.uk/computing/research/de/clouds/cloud%20computing%20journal/
http://www.surrey.ac.uk/computing/research/de/clouds/cloud%20computing%20journal/
http://www.springer.com/computer/communication+networks/journal/10922
http://2010.cloudcom.org/
http://isc-hpc.com/
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